
• 

Volume 4 Numb r 1 n arch 2010
 



11 

PRAYAS 
lu<.\{.:nt Journal () (l II.: 

Iu.trter 

call'l	 Irlllle L !llibulld 

I d 1 1.\ Ic.IChll1· In Illll I 

EDITORIAL BOARD 

Chief Editor 

L. Satpathy 
•	 t 0 F
 

tp t
 

Editors 

AM 

c fo' all"") 

F Surve 
Nowro lee Wid Colleq Pun 4 '001 
E:	 JTicll ve I v'>nl t 

Managing Editor 

C.N Kumar 
o partmenl of Phys c PanJdb 
Cha dlgarh '60014 
E rnk a pu ae' 

Indian Association of PhySICS Teachers [IAPT] 

Ce'1tral Off,ce 

lute of Educalol" campI.. 
alk Road Kothrud Pune 4 C38 

I'a 0'1 ce apt erg 
I:"a as apt yahoo co I" 

q 20 45 ')04L 

Registered Office 

III: 

ATIONAL ADVISORY BOARD 

fVc cal S~",n,~, 

TV Ramakns'1nan 
Ind ty Va an. 

D P Roy 
ornl B ab a . ent r '0' ( lence Edu c1tlL 
IFR M mbal 

Ashoke Sen 
dr shchandra Fiesearc 

A a bad 

IAPT ADV SORY BOARD 

v	 S Kushwaha 
p r Ct'a'ld qa h 

v R. Waghl1'are 
APT n 

STUDENT ADVISORY BODY 

Sayan Choudhury 
ndlan I tltute of Sc rce Ed at 

Researct' Kolkata 

Sreraman Muralidharan 
~ oyola College Chenna 

Gaurav Sinha
 
Ird a'l nstltute of Tech'lology, Kanpur
 

Saurabh Singh
 
Benaras Hindu UniverSity Vara a
 

Mar SCript may be subm Ited 

pprOprlate format to any of the ed lor 

~anLJscr pts can also be nl direct'y 

a	 prayas opb re n 

f or	 are 11 Of'Tlat 0'1 about b cr ptlO 

rner'1bers'l p erewals aadre s 

cages t e CUlri s d b 

addre d P tv"ar a n 



Editorial

Revamping of Physics Education

Rote learning and excellence in examination has been the foundation of our Education
System in general, and physics education in particular, since its inception in mid 1850s. It
has almost remained the same over these intervening years of about one and half century.
This system does not foster innovative spirit and creativity, and is ill-equipped to cope up
with the demand of present century called ‘knowledge century’ where ‘innovation’ has be-
come the buzzword. The present age has become hypercompetitive due to the shrinkage of
the world to a global village brought about by globalization and liberalization. India’s world
ranking on innovation – according to survey amongst 130 countries – is 41 in the innovation
index with China and Malaysia at 37 and 25 respectively, and Singapore and Korea within
top 10. According to the latest report of UNO-affiliated World Intellectual Property Orga-
nization (WIPO), in the list of 15 leading countries India occupies 9th and 12th position
in terms of the number of patents applied and granted respectively. The number of patents
filed by USA, Japan, China, Korea and India are 4,56,154; 3,96,154; 2,45,161; 1,72,469,
and 28,940 and granted are 1,57,954; 1,64,594; 67,948; 1,23,705 and 7,539 respectively.
For India, majority of the patents filed and granted are by non-residents. Considering the
demographic dimension of our country and its past and ancient laurels, this performance
can be termed pathetic if not abysmal.

In view of the above, there is growing concern to remodel the education system in the
country for which some soul-searching and commensurate actions are in the process. In
the context of physics education it is well recognized that one of the maladies afflicting it,
is the considerable degeneration in the standard and quality of laboratory practices called
practical in Plus-two, UG, and PG teaching. Due to various reasons, lack of emphasis by
the teaching institutions on practical, and growing apathy of the students for the same, has
reduced this important component of physics education to the status of ritual to satisfy the
statutory requirement of the curricula. The factors which have contributed to this deplorable
state are: (i) The entrance test for engineering, medical and IT courses being mostly based
on theory,(ii) parallel system of physics education by tutorial homes, (iii) obsolete system
of practical examination, and (iv) mushrooming growth of colleges in short span of time
without provision of well equipped laboratories.

Physics being an experimental subject, warrants equal emphasis on teaching of both
experiment and theory for its holistic understanding and assimilation by the students. No
amount of excellence in theory-teaching in class can compensate the deficiency in physics
education caused by indifferent and inadequate laboratory practices. The large scale apathy
for practical in Plus-two, UG and PG classes has impacted the quality of physics education



in a major way, which has cast its shadow on the physics research in the country as a whole.
The prospect of attracting bright students to physics by offering liberal pecuniary incen-
tives will not bear desired fruit, until their imaginations are fired and emotions are stirred
by proper physics teaching of both theory and practical. How to infuse the enthusiasm and
spirit amongst the students, and make the practical classes alluring and attractive, is the
major challenge in physics education today. The general panacea often suggested for the
above malady is to provide adequate funds for development of laboratories and enhance-
ment of the salary of teachers and laboratory assistants. This will be just polishing and
patching the present system which has grown obsolete and infructuous in the current social
milieu. To remedy this situation a somewhat radical approach is desirable. In this context
the following proposal may be worth considering.

True enthusiasm and spirit for exploration and adventure in physics can be found in
the consciousness of young students untainted by commercial aspirations. This valuable
resource can be harnessed by our education system if higher class physics students are
given the charge of the practical of lower classes. The bright and needy students of Plus-
two, B.Sc. M.Sc classes and research scholars may be persuaded with attractive financial
assistance to manage the practical classes of High school, Plus-two, B.Sc and M.Sc classes
respectively. The benefits flowing out of this system will be immense. It is a well acclaimed
experience that, the best way to learn is to teach. The higher class students will develop
better understanding and grasp of physics through teaching. The enthusiasm of lower class
students for practical will be enhanced many-fold through a playful spirit in company with
the higher class students. The atmosphere in the practical classes will be conducive for
innovation and exploration, being charged with the fearless display of young spirit. It may
be recalled that 40% of university education in western countries is managed by graduate
students with meager financial support. They manage the laboratory, teach the practical and
offer tutorial lessons to UG students. Why can’t India do the same with phenomenal saving
on the expenditure on higher education?

It must be realized that the nature of theory-teaching and practical-teaching are diamet-
rically opposite like two poles of a bar magnet; while the former is teacher-centric, the later
is student-centric. In theory class, the teacher is the principal actor who is wholly respon-
sible for imparting the education. In the practical class the role is reversed, student has to
learn by himself; the teacher being an onlooker or at best a consultant. For such a passive
role, the western countries do not afford the luxury of appointing a professor, but assign it
to a graduate student called teaching assistant. It is unfortunate that in India, a teacher is
being assigned for this job with substantial burden on the exchequer.

L. Satpathy
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1 INTRODUCTION

On learning and teaching of physics, R.P. Feynman has said:

I was taught how to pass examinations in Physics
I also teach the students the same
I was not taught Physics nor do I teach Physics

Newton’s laws of motion herald the advent of modern science, often regarded as the foundation of
Physics laid by Newton in seventeenth century. Although science started in many ancient civiliza-
tions like Egypt, India and Babylon etc. in pre-christian era more than 2000 years before Newton,
still he is accorded a position like that of a founder, and his epoch as the beginning of scientific age.
The reason for this unique landmark status in the history of science is that, the quantitative descrip-
tion of nature with ability for prediction of future events became possible for the first time, due to
this monumental contribution of Newton in the form of his celebrated three laws of motion along
with his discovery of the indispensable mathematical apparatus like Calculus. Newton presented
them in his book “Principia” published in 1687. The text books in physics generally do not give an
account of the historical background and the causes that led to the enunciation of these laws. There
is neither derivation of these laws nor any postulate or hypothesis to arrive at them. Mostly these
laws are taught in the class rooms like gospels, and also accepted as such. In practice, one often uses
them as working rules in solving problems in physics.

For a proper understating of the Newton’s laws of motion it is useful to ask:
i) How Newton was led into discovering these laws of motion, and
ii) Why they appeared on the stage of science so late in the 17th century although science started way

∗e-mail: satpathy@iopb.res.in
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back in the days of Aristotle (384-320 BC), Archimedes (287-212 BC) and Democritus (460-370
BC) et al., and the world had to wait for about 2000 years for the advent of modern science.

Any theory and breakthrough in science can best be understood through the history of its discov-
ery. It has been aptly said:

“If one knows the past, one can understand the present”

In Section 2, the historical perspective of the birth of the subject Dynamics is given. Galileo’s
discovery of the first and second law of motion is presented in Section 3. Section 4 describes
Newton’s role in the establishment of the three laws. In Section 5 the role of Differential Equation
in the formulation of physical theories is discussed. Section 6 gives the solution of long standing
deep puzzle on the motion of the Earth. Section 7 contains the summary and conclusion.

2 ADVENT OF DYNAMICS: A HISTORICAL PERSPECTIVE

One is amazed to think that, if modern science commencing its journey from seventeenth century
could revolutionize human life in a span of three hundred years, what would have been the state of
the world today had science made similar rate of progress starting from fourth century BC in Greece
and elsewhere. However, practically there was no progress and science remained almost static over
these intervening 2000 years because of several reasons, out of which the two most important are:

i. Science-Religion conflict, and
ii. Insufficiency of early science as a discipline.

i. Science - Religion conflict
As is well-known, Galileo (1564-1642) was imprisoned by the State for believing that Earth is not
static but revolves round the Sun, in direct conflict with the proclaimed view of the Church. Prior
to him, Bruno (1547-1600) was burnt to death for the same reason. The genesis of this antagonism
dates back to Aristotle (364-322 BC) who had propagated the geo-centric view that the Sun revolves
around the static Earth. Aristotle was a philosopher, scientist, writer and critic, and ranked as the
greatest thinker in the-then world. His views on all spheres of knowledge were accepted as the
ultimate truth which the succeeding generations were to read and memorize without questioning.
Acquisition of knowledge consisted of mastering the works of Aristotle. Roman Catholic Church
adopted his views and resolved that Aristotle was above challenge. Thus he exerted overwhelming
influence on the course of evolution of science, which continued unabated for about 2000 years
until the advent of Copernicus (1473-1543), Galileo and Newton. Andrew Dickson White, the first
President and first Professor of History at Cornell University had come to the conclusion in his
book “A History of Warfare of Science with Theology” in 1896 that modern science would have
developed long before if organized religion would not have suppressed it.
ii. Insufficiency of early science as a discipline.
The methodology of science developed in Greece was insufficient and inadequate to sustain its own
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evolution. The ancient Greeks had no knowledge of Dynamics. They had excellent understanding on
the ’Statics’ of the bodies i.e. bodies in equilibrium - all forces acting on the body balanced with no
net force and so no motion. However, they did not have good conception about the laws that govern
the motion of the bodies. They lacked the knowledge of a good theory of Dynamics which deals
with the laws that govern the change of location of a body from one moment to another. How nature
actually controls this operation was unknown to them. The primary reason for this was the lack of
a device to measure time very accurately i.e. a reliable clock. The velocity is the rate of change
of location of the body, and acceleration is the rate of change of the rate of change of location
with respect to time. Without having a reliable clock, the ancients would have found difficulty
to visualize and compute such quantities. Further the relevant mathematical ideas concerning the
’rate of change’ which later on became the central theme of a branch of mathematics known as
Calculus was not conceivable at that epoch. In 1583, Galileo happened to observe the oscillation of
a chandelier in a church and realized that a pendulum could be used as a reliable means of keeping
time. Time could be precisely measured. This had far reaching consequence for the development
of science in general. Galileo launched the subject Dynamics 55 years later in 1638 through his
publication of the book “Discorsi”, four years before his death.

3 GALILEO’S DISCOVERY OF FIRST AND SECOND LAW

Out of the three laws of motion of Newton, the first and second laws are essentially due to Galileo,
clearly admitted by Newton in his Principia. By performing innumerable simple experiments and
using his deep insight Galileo arrived at these two laws. His revolutionary idea, which should be
described as the corner stone of Dynamics, nay the science as a whole, is:

“Force acting on a body determines its acceleration, not velocity”

This is in sharp contrast to Aristotle’s theory that force acting on a body determines its velocity
which was reigning supreme for about two thousand years. Galileo’s new idea released science from
this age-old stranglehold and set it on its path of evolution. We recount in the following one of his
most important experiment on dynamics.

Consider a large ship at rest in the harbour with some scientists in the main cabin below the deck,
from which nothing of the outside is visible. They have with them:
i) some flies, butterflies and some other small flying insects,
ii) a large bowl of water with some living fishes swimming in it, and
iii) a colour-water-filled bottle hanging upside down from a hook, emptying drop by drop to a vessel
underneath.

When the ship is standing still, the scientists observe that, the flies, butterflies and the flying
insects fly with equal ease to all sides of the cabin; the fishes swim indifferently to all directions,
and the drops from the bottle fall into the vessel at the same spot always. Then the ship is set in
motion with a constant velocity and the scientists make a new set of observation. They find that their
observation is identical to what they had observed when the ship was standing still. The water drops
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fall into the vessel as before without deflecting towards any side. The flies, butterflies and the insects
fly to all sides with equal ease as before. The fishes swim towards all sides of the bowl with no extra
effort in any particular direction, which may be opposite to the direction of velocity of the ship. Thus
uniform straight line motion (constant velocity) is completely physically indistinguishable from the
state of rest. There is no local way of telling if the system is at rest of in motion. In the above
experiment, the scientists in the cabin cannot know if the ship is in motion or it is moving with
constant velocity. This remarkable fact has been called the ‘Principle of Galilean relativity’. Since,
when a body is at rest no net force acts; the above experiment implies that for a body to be in uniform
motion in a straight line, no force is necessary. This is counter intuitive, and that is why, humanity
took more than two thousand years to discover it, and to come to terms with it. This is the ‘First law
of motion’. Stated formally, it reads:

“Everybody continues in its state of rest or of uniform motion in a straight line, unless
it is compelled to change that state by a force impressed upon it.”

The second law is derived from the first in a natural way. As implied in the first law, a force will
change the state of rest or of uniform motion (velocity). So it will produce acceleration i.e. change
of velocity:

Force = change in motion
= change in (Mass × velocity)
= mass × change in velocity
= mass × Acceleration

This is the second law.

4 NEWTON’S LAWS OF MOTION

Over the superb foundation laid by Galileo, Newton built an edifice of immense grandeur. He
adopted the two laws of motion given by Galileo and added the third law purely dictated by his deep
insight and intuition:

“To every action there is an equal and opposite reaction”. In clearer terms it implies:
”The force that body A exerts on body B is precisely equal and opposite to the force
that body B exerts on body A”.

The question arises: Why these three laws are attributed to Newton when the first two laws which
are more profound have been discovered by Galileo? He used them extensively in solving varieties
of problems, giving quantitative descriptions of nature for the first time in the history of mankind,
most notably founding celestial mechanics with the explanation of the motion of planets and moon.
To achieve this, he had to develop requisite mathematical techniques including Differential and
Integral calculus. The phenomenal success he achieved laid the foundation of modern science. His
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treatise ”Principia”, embodying the three laws of motion and their application to the description of
natural phenomena, was published in three volumes in July 1687.

What drove Newton to achieve this stupendous task that ushered in the Scientific Revolution in
17th century? He (1642-1727AD) was born at a time, when the situation was ripe and the world was
ready for this breakthrough in science with the necessary ingredients. Preparation for this auspicious
moment had started two hundred years before with the advent of Copernicus (1473-1543 AD), who
had postulated the heliocentric model of the solar system with the Sun being static at the centre and
the planets revolving around it in orbits. Tycho Brahe (1546-1601 AD), with the royal patronage
of the King Friedrich II of Denmark, had built the finest observatory Uraniborg of the world at
that time, and had made astronomical observations considered most accurate ever made before the
invention of telescope. At his death, he had left vast amount of data, which were analyzed by his
assistant Kepler (1571-1630 AD), who arrived empirically at the three laws of planetary motion
known by his name. They are:

1. Planets move in elliptic orbits with Sun at the focus,

2. Equal areas are swept out in equal times by the radius vector, and

3. Square of the period of revolution is proportional to the cube of the semi major axis.

It was a challenge of the time to explain the origin of these laws at a fundamental level which gave
the greatest impetus to Newton. Coupled to this, the two laws of motion and the impressive body of
research on Dynamics left by Galileo on his death in 1642 the same year when Newton was born,
provided the perfect setting for the latter to carry on his epoch-making research. His derivation
of these laws is the core-theme and the most celebrated part of Principia. He truly stood on the
shoulders of the giants like Copernicus, Tycho Brahe, Kepler and Galileo.

5 DIFFERENTIAL EQUATION AND PREDICTIVE POWER

When a projectile is thrown up into space, and if its initial velocity and direction of throw are given,
then with the help of Newton’s second law of motion it will be possible to predict how high the pro-
jectile will rise, and when and where, it will drop on the ground. This predictive ability of the future
event of a theory is the very crux, beauty and utility of the modern science inaugurated by Newton.
This power is imbued into the theory when it is expressed in terms of Differential Equation. The
Differential Equations are written in terms of rate of change of physical variables whose future be-
haviour are of interest for prediction. The trajectory of projectile in the above example is predictable
with the help of Newton’s second law of motion because it is written as a second order differential
equation. All important equations of physics like those of Schrodinger, Dirac and Klein-Gordon etc.
are differential equation. Newton had to invent calculus to endow physical theories with this life-
giving force of predictability. The algebraic equations do not possess this unique property. Modern
science, because of this new found ability, made rapid stride with faster pace than ever before.

Prayas Vol. 4, No. 1, Jan. - Mar. 2010 7



6 SOLUTION OF A LONG STANDING DEEP PUZZLE

The Earth revolves round the Sun in an orbit, once in a year, at a speed of 18.5 miles per second
i.e. one lakh kilometer per hour. This is a very high speed. Why are we not aware of it? About 18
centuries before Copernicus, Aristarchus (310-230 BC) had proposed the picture that the Sun is at
rest, the Earth and the other planets which rotate around their own axis, move in orbits round the
Sun. People did not accept it with the objection: ‘why they do not experience it’. This objection
continued even after Copernicus proposed the same picture, so much so that Bruno (1547-1600 AD)
was burnt to death for supporting and zealously propagating it. This indeed remained a genuine deep
puzzle until Galileo and Newton discovered the laws of motion. Still to many people it remains an
enigma and therefore needs an explanation.

Figure 1. Orbit of the Earth around the Sun.

The Earth is orbiting around the Sun balanced by the gravitational attraction and the centrifugal
force. Its motion is not uniform, it is not moving with a constant velocity. It is moving in a circle
with an acceleration v2/R, where v is the speed of the Earth and R is the distance of the Earth from
the Sun. This acceleration changes the direction of v but its magnitude remains constant. In Fig. 1
this motion is shown schematically where the Sun is at the Centre O and the Earth E moves from the
position A to B in the circular orbit describing the angle AOB equal to 1′. It will take 24 minutes for
the Earth to cover this distance AB which measures 26640 miles. The human mind cannot perceive
and angle less than 1′. If two stars in the sky have an angular separation of less that 1′, then they
will appear as a single star. Thus, an observer on Earth will not experience any change of direction
in going from A to B covering a distance of 26640 miles. Thus, this motion will be uniform motion
in a straight line with velocity v. According to the principle of Galilean relativity or equivalently
Newton’s first law of motion, he will not experience any dynamical effect and will feel the Earth is
at rest.
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The Earth also rotates around its axis which we are not able to feel. Actually here the motion
cannot be considered that uniform as in the case of the revolution around the Sun. Due to to this
motion, the maximum speed of 1040 miles/hour will be experienced at the equator which will go to
zero as one moves to the poles.

A particle moving with the velocity v in a system rotating with an angular velocity w, experiences
a force proportional to w × v called Coriolis force. The direction of this force on a moving particle
in the northern hemisphere of Earth is opposite to that in the southern hemisphere. In case of
cyclone the wind flows in the counterclockwise direction around its low pressure centre in northern
hemisphere while it is clockwise in southern hemisphere. Thus the dynamical effect of the rotation
of the Earth is really manifested as observable.

7 CONCLUSION

The importance of the historical perspectives in the understanding and appreciation of the scientific
truths has been discussed in the context of the developments of the three laws of motion of Newton.
Attempt has been made to explain why this epoch making discovery awaited up to 17th century
although science started centuries before Christ. The role of Astronomy in the grand human effort
has been recounted. Study of astronomy provided the motive force in this evolutionary breakthrough.
Truly astronomy has been called the mother of science. The proper learning/teaching of Newton’s
laws of motion warrants understanding of all these facets. So, what Feynman has said, is indeed true
!
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Abstract. With a combined field of an attractive delta potential and a versatile co-ordinate dependent expres-
sion for an electric field, we solve the Schrödinger equation using multiple delta potential approximation. The
variation of the phase-shift time obtained from the analytical expression of the reflection amplitude with the
energy of incidence gives the energy eigenvalues and the lifetime (width) of the resonance. The nature of the
resonances produced due to different forms of electric field is analyzed through the estimate of energy position,
lifetime and wave function to depict interesting features of resonances in the Stark effect.

Communicated by: L. Satpathy

1. INTRODUCTION

The negative energy (bound state) discrete eigen spectrum of the electron in the hydrogen atom
results from the Coulomb interaction potential between the electron and the nucleus. When the
atom is placed in a uniform electric field, besides destruction of the bound state spectrum stated
above, a discrete spectrum of positive energy quasi-bound or resonance states are generated. The
larger the field intensity, the smaller is the lifetime of a given resonance which is a decaying state. If
the field strength is small enough, the energy of the resonance state will lie very close to the threshold
energy E=0. This physical phenomenon is commonly known as the Stark effect. Some text books
on quantum mechanics give an approximate description of the main features of the Stark effect in
hydrogen [1]. However, the amount of mathematical work required by the simplest approximate
calculation of the resonances is so great that the subject is often avoided in introductory classes in
quantum mechanics even though it will be really helpful and fascinating for students [2].

In this paper we shall present the features of the Stark effect in model calculation using a combined
potential and calculating the energies and width (lifetime) of resonances generated by the potential
by a simple analytical formulation recently developed by us [3,4]. An attractive delta function
potential, −λδ(x) with strength λ > 0, has been found to be a good one dimensional analog for the
Coulomb interaction potential of the electron interacting with the nucleus [2]. The applied electric
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field is represented by a potential which is expressed as a function of co-ordinate x in a most versatile
and general way as

Ve(x) = (
Fxm
xαm

)xα, (1)

where F stands for the strength of the field and xm indicates the maximum range of application of
the field. Here, α is a parameter. In figure 1, we plot the potential (1) as a function of x for three
different values of α.

Figure 1. Variation of the potential Ve(x) = (F xm
xα

m
)xα given by (1) as function of

distance with different values of the parameter α=0.5 (dotted curve), α=1 (straight line)

and α=2 (dashed curve).

For α=1, Ve(x)=Fx represents a uniform static electric field which is generally used in the liter-
ature for the Stark effect [2]. It will be interesting to see the nature of the resonances generated by
various forms of the field with different values of α.

The paper is organized as follows. In Section 2, we present the expression for the reflection am-
plitude derived by solving the Schrödinger equation with the combined potential. The lifetime of
resonance is calculated from the phase-shift time using the derivative of the phase-shift of the reflec-
tion amplitude with respect to energy or the wave number. In Section 3, the variation of reflection
coefficient or the phase-shift time as a function of energy is studied for different sets of potential to
demonstrate the nature of resonances. Section 4 contains summary and conclusions.

2. FORMULATION

With the combined potential
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V (x) = (
Fxm
xαm

)xα − λδ(x), (2)

we solve the Schrödinger equation

− h̄2

2m
d2ψ(x)
dx2

+ V (x)ψ(x) = Eψ(x). (3)

In a recent paper [4], we have solved this equation for any co-ordinate dependent potential V(x) by
transforming this potential to a chain of delta function potentials.

We make a simple transformation which reduces the equation of motion for a potential V (x) of
arbitrary shape to an equation with a chain of delta function potentials Vd(x)=gδ(x). A potential
V (x) as a function of the coordinate x can be considered as a chain of ’n’ number of rectangular
potentials, each of which has an arbitrarily small width w making ’n’ infinitely large. Having
simulated the potential up-to a maximum range of x=D, we have D=

∑n
i wi, where wi = w is the

spatial width of the ith rectangle. Let in the jth region
∑j
i=1 wi < x ≤∑j+1

i=1 wi, equivalently xj <
x ≤ xj+1, the magnitude of the potential is denoted by Vj and the width is given by wj = xj+1 −
xj = w. The potential Vj (j=0, 1, 2, ......n) is replaced by a delta potential Vdj=gjδ(x− (xj+xj+1

2 )),
where the strength parameter gj=(2m

h̄2 )wVj withm indicating the mass of the particle moving across
the potential. The wave functions on either side of this potential centered at x = (xj+xj+1

2 )) at a
given incident energyE with wave number k =

√
2mE/h̄ are represented by simple plane waves

ψj = aj e
ikx + bj e

−ikx, (4)

ψj+1 = aj+1 e
ikx + bj+1 e

−ikx, (5)

with arbitrary coefficients aj , bj , aj+1 and bj+1. Establishing the continuity of these wave functions
around the center of delta potential using the rule ψj = ψj+1 and dψj+1

dx = dψj

dx + gjψj calculated
at x = (xj+xj+1

2 )), we express the coefficients aj , bj etc. in terms of potential parameters gj and w.
The reflection amplitude is expressed as

r = r1234.....n =
b0
a0

=
(ik0 − ik + g1) + (ik0 + ik + g1) r234.....n e2ikw

(ik0 + ik − g1) + (ik0 − ik − g1) r234.....n e2ikw
, (6)

r234.....n =
g2 + (2ik + g2) r345.....n e2ikw

(2ik − g2) − g2 r345.....n e2ikw
, (7)

r345.....n =
g3 + (2ik + g3) r456.....n e2ikw

(2ik − g3) − g3 r456.....n e2ikw
, (8)

.

.

rn =
ik − ikn + gn
ik + ikn − gn

. (9)
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Here, k0 =
√

2m(E − V0)/h̄ and kn =
√

2m(E − Vn)/h̄ indicate the wave number at the be-
ginning and the end points of the potential chain, respectively. The reflection coefficient Rc as a
function of incident energy E across the potential V (x) subject to delta potential approximation
(DPA) is obtained by taking the square of the modulus of the reflection amplitude r = r1234.....n
given by (6) as

Rc =| r |2=| r1234.....n |2 . (10)

Expressing complex reflection amplitude r=eiβ , where β stands for the phase-shift, the presence of
a resonance can clearly be manifested as a positive peak in the variation of dβdk with k or dβ

dE with E.
The position of this peak will indicate the resonance energy E= h̄2

2mk
2 and the value of the height of

this peak will stand for the width

Γ = 4
h̄2k

2m
(
dβ

dk
)−1 = 2(

dβ

dE
)−1. (11)

The lifetime of resonance is given by

τ =
h̄

Γ
= (

h̄

4
)(

2m
h̄2 )

1
k

dβ

dk
= (

197
4

)(
2m
h̄2 )

1
k

dβ

dk
fm/c, (12)

where 1fm/c=(1/3)10(−23)sec. As r=eiβ , dβdk= 1
ir
dr
dk . Hence, (12) is written as

τ == (
197
4

)(
2m
h̄2 )

1
irk

dr

dk
fm/c, (13)

It is straight forward to differentiate expressions (6), (7), (8), . . (9) with respect to k and compute
the results of dr

dk along with r given by (6) to give finally the results of τ as function of energy E
using (13).

Further, the analysis of wavefunction given by (4) at a resonance energy clearly exhibits the
nature of the resonance. The modulus of the wavefunction shows prominent peak structure within
the interaction region and the number of peaks is exactly equal to the total number of resonance
states present at and below the energy at which the wavefunction is analyzed.

In the next section we apply this formulation to calculate the energy, width or lifetime and the
wavefunction of the resonances produced by the combined potential given by (2).

3. RESULTS

Using the variation of phase-shift time τ given by (13) as function of energy, we calculate the results
of energy eigenvalue, width and the lifetime of the resonances generated by the combined potential
given by (2) for different shapes of the applied potential (1). These results are tabulated in table
1. Using 2m=h̄2=1, the energy (E) and width (Γ) are expressed in fm−2 and the lifetime (τ ) is in
10−23s where the maximum distance (xm) of the application of the field is in fm. For all cases, the
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Table 1. Results of resonance energy (E), width (Γ) and lifetime (τ ) of resonance states

generated by the potential given by (2) with three different values of α. Other values of

the potential parameters λ=1, F=0.1 are common for all three cases.

α = 1 α = 0.5 α = 2

E Γ τ E Γ τ E Γ τ

(fm−2) (fm−2) (10−23s) (fm−2) (fm−2) (10−23s) (fm−2) (fm−2) (10−23s)

0.568 0.0094 6949 0.945 0.0106 6191 0.278 0.0049 13200

0.937 0.0095 6899 1.270 0.0081 8117 0.602 0.0077 8517

1.241 0.0093 7022 1.500 0.0067 9272 0.924 0.0094 6951

1.506 0.0089 7390 1.242 0.01066 6167

1.545 0.01068 6157

strength of the attractive delta potential is λ=1 and it is located closed to the starting point x=0 of
the applied field where the end point indicating the maximum range is xm=16 fm. For the Stark
resonances, α=1 and the strength of the electric field is F=0.1. The results of τ are plotted as a
function of energy E in figure 2(a). The positions of the peaks in this plot give four resonances
with energies 0.568 fm−2, 0.937 fm−2, 1.241 fm−2 and 1.506 fm−2. The maximum values of these
peaks at different peak positions account for the lifetime of the resonances. The results of energies,
widths and lifetimes for these resonances are presented in first three columns of table 1 under α=1.
It is seen that the lifetime τ1=6949 x10−23s of the lowest resonance (E1=0.568 fm−2) is found to be
smaller than that τ4=7390 x10−23s of the highest resonance (E4=1.506 fm−2). Thus, the high-lying
resonance states are found to be long-lived as compared to the low-lying resonances in this field.
It will be interesting to see whether this systematic of resonances occurs amongst the resonances
produced by other shapes and sizes of the applied electric field.

With the same strength F=0.1 and range xm=16 fm, the applied potential with α=0.5 is shown in
figure 1 as a dotted curve showing a convex shape. In this case, the results of τ as a function of E
shown in figure 2(b) give only three resonances with energies 0.945 fm−2, 1.270 fm−2 and 1.500
fm−2. These energies along with correspondingwidths and lifetimes are recorded in the 4th, 5th and
6th columns of table 1 under α=0.5. As in the case with α=1 for the Stark resonances, the higher
states are long-lived and the lowest state is short-lived.

Coming to the case with α=2, the results of resonance energies and the corresponding widths and
lifetimes are given in the 7th, 8th and 9th columns of table 1 and the variation of τ with energy is
shown in figure 2(c). As seen here, there are five resonances altogether and the low-lying states are
having larger lifetimes than the higher states. This situation is just opposite to the case with α=0.5.
Further, the number of resonances in the case of α=2 is more than that in the case with α=0.5. As
we see in figure 1, for α=2 the shape of the potential (dashed curve) is concave whereas it is convex
(dotted curve) for α=0.5. This difference in the nature of the potentials is clearly depicted in the
generation of the resonances having different nature and systematics amongst the resonances.

For the case case with α=0.5, the square modulus of the wavefunction (| ψ |2) at the respective
resonance energies are plotted as a function of distance in figure 3. A study of these plots reveals the
following systematics about the resonances produced in this case. (i) At each resonance, the ampli-
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Figure 2. Plot of phase-shift time τ (see text) as a function of energy for three cases

of potential given by (2) with (a) α=1, (b) α=0.5 and (c) α=2. Values of other common

parameters are F=0.1 and λ=1.

Figure 3. Variation of square modulus of the wavefunction with the distance x at three

resonance energies (see table 1) corresponding to the potential (2) with α=0.5, F=0.1

and λ=1.
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tude of the wavefunction is large within the interaction region which clearly depicts the confinement
property of a resonance state.

(ii) The number of peaks for the first (E1=0.945 fm−2), second (E2=1.270 fm−2) and third
(E3=1.500 fm−2) resonances is one, two and three, respectively. Thus, the lowest resonance
(E1=0.945 fm−2) with only one peak denotes the ground state resonance. The number of peaks
at the third resonance being three clearly indicates that there exists two more resonance states below
this resonance energy. This is the simple manifestation of the established fact in quantal poten-
tial scattering where one can predict the number of resonances present below a given resonance by
counting the nodes or the peaks in the spatial variation of the wavefunction.

4. SUMMARY AND CONCLUSIONS

In summary, we may mention that one can very easily identify the presence of resonances and also
give correct estimate of the energy and lifetime of the discrete resonances generated by a combined
potential representing an attractive Coulomb field and a repulsive electric field through the present
formulation using variation of phase-shift time with energy. The expected nature of resonances
observed in Stark effect is clearly demonstrated and understood. The different nature and features
of the resonances generated by applied fields in various shapes are analyzed. Using the present
formulation, further analysis can be carried out to find and understand hitherto unknown features
of resonances produced by delta potential with different strengths and oscillatory electric field. It
is believed that the simplicity of application of the present formulation in the detailed study of
resonances generated by composite potentials which may not be analytically soluble will help the
students analyze and understand decaying quantum mechanical states in any complicated applied
fields.
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Abstract. We explicitly construct atime-dependentrolling down solution from symmetry preserving phase to
the symmetry broken one within a simple mechanical system. It consists of a particle which is free to move on
a loop. The loop, attached at the top to a support, rotates about the vertical axis passing through its center. As
one tunes the frequency, this model provides a toy example ofspontaneous symmetry breaking and continuous
phase transition.
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1. INTRODUCTION

Often simple mechanical systems provide instructive insights into complicated physical processes
that occur in our nature. Consider, for example, the Alben model [1]. Very simple and exactly
solvable, yet this model captures various features of phasetransition. Another system, that is of our
interest in this work, is discussed in [2]. It considers motion of a particle of massm constrained to
move on a frictionless circular loop of radiusR. The loop is rotated about a vertical axis passing
through its center as in the figure below. The analysis of [2] shows that when the loop rotates with a
small angular frequencyω, the particle sits at the bottom of the loop. This is the symmetry preserving
phase of the model. However, as one increases the frequency beyond a critical value, which we call
ωc, the ball settles at a non-zero value ofθ. As soon as this happens, the particle breaksθ → −θ

symmetry, and consequently, a symmetry broken phase is reached. If we increaseω further, θ
increases continuously to a limiting value ofπ/2. This model provides a close analogy with the
second order phase transition whereθ plays the role of the order parameter andω the temperature.
Indeed, it is possible to construct a Landau potential in powers of the order parameter [3].
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The generalization of the above model to include first order transition was discussed in [3]. Be-
haviour of this model in presence of friction was partially analysed in [4]. The purpose of this work
is to understand the transition from the symmetric phase to the symmetry broken phase in more
detail. In particular, we explicitly construct thetime-dependentsolution forθ which shows how the
ball goes from the unstable positionθ = 0 to the stableθ 6= 0 one whenω > ωc.

In passing, we note that our analysis might provide an analogy with the inflationary phase of our
universe. Inflation is triggered by rolling down of a scalar field called inflaton. As inflaton rolls
down from unstable phase to its true minimum, it releases energy. This energy, in turn, causes
exponential growth of the universe. In the model of [2],θ mimics the inflaton field and the time
dependent solution that we construct is the analogue of rolling down solution of the inflaton [5].

In paper is structured as follows. In the next section, we review the model within the Lagrangian
framework [3]. Then we solve the classical equation of motion with required boundary condition.
This leads to a rolling down solution from unstable to the stable phase. Finally, in the last section of
this paper, we summerise our results.

2. THE LAGRANGIAN AND THE EQUATION OF MOTION

As discussed in [3], the model has an effective Lagrangian description. Let us assume that at any
instant of time the mass is at a positionθ(t) The Lagrangian then reads [3]

L = kinetic energy − potential energy. (1)

While the kinetic energy is given by

KE =
1
2
mR2θ̇2 +

1
2
mR2ω2sin2 θ, (2)

the potential energy is

PE = −mgR cos θ. (3)
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Figure 1. Effective potential for various values ofω. We have takeng/R = 1 for this

plot. The solid, dotted and dashed curves are forω = .5, 1 and1.5 respectively.

Therefore the total Lagrangian is

L =
1
2
mR2θ̇2 +

1
2
mR2ω2sin2 θ + mgR cos θ. (4)

This can be re-written as

L =
1
2
mR2θ̇2 − (−(

1
2
mR2ω2sin2 θ + mgR cos θ)) (5)

This allows us to have a description of the system in terms of an effectivepotential

V = −(
1
2
mR2ω2sin2 θ + mgR cos θ) (6)

Note thatV is symmetric underθ → −θ. The nature of the effective potential is shown in figure (1).
The stable positions correspond to the extrema of this effective potential

dV

dθ
= 0. (7)

This gives

sin θ(g/R − ω2 cos θ) = 0. (8)

The solutions are

θ = 0, or, θ = cos−1
g

Rω2
. (9)
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Sincecos θ ≤ 1, the second condition holds only whenω > ωc where we have defined

ωc =
√

g

R
. (10)

Consequently, forω < ωc, the particle remains atθ = 0. However, as soon as we increase the
frequency beyondωc, the second solution in (9) becomes the minimum and therefore, the mass
settles atθ = cos−1 g

Rω2 . This, in turn, breaksθ → −θ symmetry spontaneously and we reach
a symmetry broken phase. Our aim is now to explicitly find the time dependent solution forθ(t)
which represents a rolling down solution fromθ = 0 to some non-zero stable value forω > ωc. To
proceed, we first write down the Euler-Lagrange equation forthe massm. This follows from

d

dt
(
∂L

∂θ̇
) −

∂L

∂θ
= 0, (11)

giving

mR2θ̈ − ω2 sin θ cos θ + ωc
2 sin θ = 0. (12)

This equation can be rewritten as

d

dt
(
1
2
θ̇2 +

1
4
ω2 cos 2θ − ωc

2 cos θ) = 0. (13)

This is noting but the energy conservation equation. Upon integrating, we get

1
2
θ̇2 +

1
4
ω2 cos 2θ − ωc

2 cos θ) = c, (14)

wherec is a constant. Nowc can be fixed by appropriate boundary condition. In particular, we use
θ̇ = 0 atθ = 0. This gives

c =
1
4
ω2 − ωc

2. (15)

Substitutingc in (14), we get

1
2
θ̇2 +

1
4
ω2 cos 2θ − ωc

2 cos θ) =
1
4
ω2 − ωc

2. (16)

Further simplifying, we reach at

θ̇2 = ω2(1 − cos θ)(1 + cos θ −
2
ω2

ωc
2). (17)

Defining 2

ω2 ωc
2 = a, the above equation becomes

θ̇2 = ω2(1 − cos θ)(1 + cos θ − a). (18)

Equation (18) can now be easily solved or can be read off from asimilar equation appeared in [6] in
a different context. The solution is

θ = ±2 tan−1

(√
2 − a

a
sech{

√
ω(ω −

aω

2
)(t − t0)}

)
. (19)
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Figure 2. This is plot of θ(t) with time for ω > ωc. The mass rolls down from

unstableθ = 0 position to some non-zero (negative)θ in time. The solid, dashed and

dotted lines are forω = 1.1, 1.2 and1.3 respectively.ωc has been set to 1. We see that

the rate of rolling down increases as we increaseω − ωc.

Substituting the value ofa, we get

θ = ±2 tan−1

(
√

ω2 − ωc
2

ωc
2

sech{(
√

ω2 − ωc
2)(t − t0)}

)
. (20)

In the above equation,t0 is an arbitrary constant. This appears due to the time translational invari-
ance of the differential equation (18). To fix the integration constant, we have used the boundary
condition that att = −∞ the particle is atθ = 0. Note that equation (20) is only real forω > ωc.
This is what we expect. Forω < ωc, only θ = 0 is a stable minimum of the effective potential.
Furthermore, we expect that as we increaseω beyondωc, the rate at which the particle rolls down
would be more. This is indeed the case as can be seen from figure(2) where we have plotted the
negativeθ part of the solutions (20). We also notice that, it requires infinite time to reach finiteθ
value from zero. Consequently, it would never reach the symmetry preserving phase again. Note
that the non-zero stable theta value in the figure isθ = −cos−1(ω2

c

ω2 ). It increases as we increaseω.
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3. SUMMARY

To conclude, in this paper, we have constructed a time-dependent rolling down solution from sym-
metry preserving phase to the symmetry broken one within thecontext of the simple mechanical
model of [2]. This model, though very simple, captures various features of spontaneous symmetry
breaking and second order phase transition. We hope our results will be useful to understand more
complicated scenarios including the models of infation of our universe.
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1 NEUTRINO MIXING AND OSCILLATIONS

Neutrinos are the Standard Model fermions that interact only via the weak interaction. They travel at
speeds nearly equal to the speed of light. Over the last 50 years since their discovery, neutrinos have
changed from being a physics oddity into one of the most powerful tools of experimental physics.
The strong evidence found in favour of the neutrino oscillation phenomenology, through pioneer-
ing experiments like Super Kamiokande (SK), Solar NeutrinoObservatory (SNO) and KamLAND
(KL), has opened up an entirely new direction to particle physics. The last few years, in particular,
are important, since they have seen a major anomaly put to rest.

As per the Standard Model, the basic constituents of matter [1] are a set of spin1
2

particles (called
fermions) alongwith their antiparticles, as shown in Table1. It clearly shows the three flavours of
neutrinos.

∗A Review
†e-mail: ranisatpathy@gmail.com
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Table 1. The basic constituents of matter alongwith their charges

Leptons νe νµ ντ 0

e µ τ -1

Quarks u c t 2/3

d s b −1/3

2 NEUTRINO MIXING AND OSCILLATIONS

In 1968, Pontecorvo observed that if neutrinos have non-zero mass, mixing between flavour and
mass eigenstates will be possible, leading to the neutrino oscillations.

It turns out that one can get a good approximation to three neutrino mixing by simply considering
mixing between two neutrino flavours, i.e.

νe = ν1 cos θ + ν2 sin θ

and

νµ = −ν1 sin θ + ν2 cos θ. (1)

Writing out (1) in the form of a mixing matrix, withν1 andν2 as mass eigenstates with eigenvalues
m1 andm2, we have:

(
νe

νµ

)

=

(
cos θ sin θ

− sin θ cos θ

)(
ν1
ν2

)

(2)

Theν1 andν2 components in any stateνe produced will thus, in general, propagate with different
velocities, since they have different masses, so that theirrelative sizes do not remain constant over
the distance. This means transformation ofνe into νµ.

As per the uncertainty principle, a neutrino state with definite energy-momentum does not travel
as a point particle but as a plain wave, described by the wave-function,

ψ = e−i(Et−pl) (3)

whereE, p, t and l represent the energy, momentum, time and distance respectively. We know
thatE is on the order of MeV and hence much larger than the neutrino mass which is less thaneV ,
E >> m. Therefore, these neutrinos are relativistic particles. Hence, we can write,

t ≃
l

c
≃ l, in natural units (c = 1 and ~ = 1),

E ≃ p+
m2

2p
≃ p+

m2

2E
(4)

Substituting (4) in (3), we get

ψ = e
−i

“

m
2

l

2E

”

(5)
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Thus the neutrino mass eigenstate propagates with a phase ofe
−i

“

m
2

l

2E

”

. Now, after traveling a
distancel theνe = ν1 cos θ + ν2 sin θ admixture becomes

νe → ν1 cos θe
−i

„

m
2

1
l

2E

«

+ ν2 sin θe
−i

„

m
2

2
l

2E

«

(6)

Upon inverse transformation ofν1 andν2, using (2), theνµ coefficient does not cancel out because
the phases are different. This means that after a distancel some component ofνµ appears. Proba-
bility of νe → νµ oscillation is the square of this component:

Pνe→νµ
(l)=



sin θ cos θ

(
−e−i

m
2

1
l

2E + e−i
m

2

2
l

2E

)


2

=



sin(2θ)e

(m
2
1
+m

2
2
)

4E
il sin

(
(m2

1
−m2

2
)

4E
il

)



2

=



sin2(2θ) sin2

(
∆m2l

4E

)

 (7)

where the first factor represents the amplitude, the second the phase of oscillation, with∆m2 =
m2

1
−m2

2
, andl is the source-detector distance, andE for the neutrino energy. Thus, the probability

of the neutrino flavour change has an oscillatory behaviour with the amplitudesin2 2θ and the phase
sin2

(
∆m2l
4E

)
. Writing out convenient units for∆m2(eV 2), l(m) andE(MeV ), we have,

Pνe→νµ
(l) = | sin2(2θ) sin2

(
1.3∆m2l

E

)
| (8)

We observe that if the mixing angle is zero or the neutrinos have equal masses, then such neutrino
oscillations do not occur. Particularly, the oscillation would be impossible if both of them had zero
masses.

We note from (8) that the oscillation wavelength is,

λ = (π/1.3).(E/∆m2) ≃ 2.4E/∆m2. (9)

Table 2. Change in oscillation probability with increase in source-detector distance for

large mixing angle(sin2 2θ ≃ 1)

l ≪ λ l = λ/2 l ≫ λ

Pνe→νµ
0 sin2 2θ 1/2 sin2 2θ

Pνe→νe
1 1 − sin2 2θ 1 − 1/2 sin2 2θ > 1/2

Thus, we have the pattern of neutrino oscillation illustrated in Table 2. In each case of Table 2,
the survival probability is given by,

Pee = Pνe→νe
= 1 − Pνe→νµ

(10)
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The typical energy of solar and reactor neutrinos, is of the order of 1 MeV. The distancel between
the source and the detector for the solar neutrino experiment is around1011m. Thus,∆m2 can
remarkably be measured upto10−11eV 2. For a long baseline experiment like KamLAND,l is
around105m. So, it can probe∆m2 upto10−5eV 2. Thus, these oscillation experiments provide a
precise tool to measure very tiny neutrino masses, much beyond the capacity of any other method.

21 CC and NC interactions

There are two types of interactions. The neutral current (NC) interaction is the one occurring through
exchange of theZ0 boson. The charged current (CC) interaction occurs throughthe chargedW+/−

boson exchange. Theνe can interact both via CC and NC interactions.

22 Solar Neutrino Source

The vast amount of energy generated inside stars like our suncomes mainly from the thermonuclear
pp chains of reactions (Fig 1). Production of energy inside thesun is accompanied by the emission
of electron neutrinos in a huge flux detectable at the surfaceof the earth. From the figure, we find

Figure 1. Thepp cycle.

that thepp, 7Be, and8B neutrinos are important. The low energypp neutrino has the highest flux.
The 7Be neutrinos have intermediate energy, whose flux is suppressed by one order of magnitude
compared to thepp neutrino. Finally, the flux of the high energy8B neutrinos is further suppressed
by three orders of magnitude. Fig 2 shows the Standard Solar Model (SSM) predictions [2] for
the above neutrino fluxes. It also shows the neutrino energy ranges covered by the different solar
neutrino experiments discussed below.
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Figure 2. The SSM prediction for the solar neutrino fluxes and the neutrino energy

ranges probed by the solar neutrino experiments.

3 SOLAR NEUTRINO EXPERIMENTS

The Homestake Chlorine Experiment pioneered by Raymond Davis Jr. et al, in the late 60s, basically
consists of a detector tank of volume6 × 105 litres filled with 400,000 litres of percholoroethylene
(C2Cl4). It is a radiochemical experiment, in which through the following CC interaction,

νe + 37Cl → e− + 37Ar, (11)

radioactive37Ar is produced from37Cl. The produced argon is extracted after every few weeks
by purging the detector with4He. By measuring the number of radioactive decays through a GM
counter, one can estimate the number of produced argon atoms. Then, the neutrino fluxes for the
exposition period can be estimated and compared with those predicted by SSM.

In the radiochemical gallium experiments, GALLEX [5] and SAGE,νe could be detected through
the following CC interaction,

νe + 71Ga → e− + 71Ge. (12)

Again, every few weeks, the amount of Ge atoms produced was extracted and measured by radio-
chemical method.

The Super-Kamiokande detector [6] is a large cylindrical tank containing 50,000 metric tons of
pure water. It is situated deep underneath the Kamioka mine in Japan, so that the cosmic ray muons
would be shielded by the rocks. It is a real-time experiment which uses photomultiplier tubes to
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detect the neutrino interaction via Cherenkov light produced by the electron. The following elastic
scattering takes place:

ve− → νe−(threshold energy = 5 MeV). (13)

Though principally dominated by the CC interaction, it alsohas some sensitivity for the corre-
sponding NC interaction.

νe,µe
− → νe,µe

− (14)

Hence the detection rate,

Rel = Pee + (1 − Pee)σNC/σNC+CC ≃ Pee + (1/6)(1 − Pee). (15)

Unlike the earlier experiments, it can measure both the energy and direction of the incident neu-
trino from those of the outgoing electrons.

The SNO collaboration [7] is a one-kiloton heavy-water detector. A geodesic array of photomul-
tiplier tubes detects the Cherenkov radiation. It could detect both NC and CC events on account of
the low binding energy of the deuteron (2.2 MeV):

νe + d CC−−→ p+ p+ e−

νe,µ + d NC−−→ νe,µ + p+ n. (16)

For the first phase of the experiment, the NC events were detected through neutron capture on
deuteron [7],n + d → t + γ. In the second phase, NaCl was added, to enhance the NC event
detection efficiency, using neutron capture on chlorine vian + 35Cl → 36Cl + γ. Recently, in
the last phase, helium filled gas counters were used to detectthe NC events through the following
reaction:n+ 3He→ p+ t.

Table 3. Neutrino flux composition and energy threshold for various solar neutrino

experiments

Experiment GALLEX Chlorine Homestake SK SNO - 1

& SAGE Experiment

Neutrino beam pp(55%), 7Be(15%), 8B(100%) 8B(100%)

composition 7Be(25%), 8B(10%) 8B(75%)

Energy threshold 0.2 0.8 5 5

(MeV)

R 0.55± 0.03 0.33± 0.03 0.465± 0.015 0.35± 0.03

(0.36± 0.015)

In Table 3, theνe survival probabilityPee measured by the charged current event rateR relative
to the SSM prediction is indicated. The values shown in parenthesis in the last row indicate the
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former for SK after taking into account the NC corrections. We observe that at low energies, as is
the case of the radiochemical gallium experiments, the survival probability is a little above1/2. But,
at higher energies, it falls to1/3. The effect of solar matter on the neutrino oscillation is considered,
to explain the magnitude and the energy dependence of this survival probability.

4 SOLAR MSW EFFECT

As the neutrinos traverse the interior of the sun from the core it gets an induced mass. The phe-
nomenon affects neutrino oscillations, which is known as the MSW effect (after Mekheyev, Smirnov
and Wolfenstein) [8] or the “matter enhancement”. It arisesbecause of the following CC interaction:

νee
−

CC
−−→ e−νe

while the NC interaction has no overall effect because it is common to all flavours.
The interaction potential energy V depends upon the solar electron densityNe:

V =
√

2GFNe, (17)

whereGF andNe respectively denote Fermi coupling and the solar electron density.
We have to introduce the potential energy term in the free-particle wave equation for the neutrino,

i
dψ1,2

dt
= (p+m2

1,2/2E)ψ1,2. (18)

At this stage, we rewrite the equation (18) using the rotation matrix of the equation (2)

i
d

dt

(
νe

νµ

)

= (p+M2/2E)

(
νe

νµ

)

, (19)

where,

M2 =

(
cos θ sin θ
− sin θ cos θ

)(
m2

1
0

0 m2

2

)(
cos θ − sin θ
sin θ cos θ

)

(20)

Now, introducing the potential energy term on the RHS is equivalent to replacingM2 by:

M ′2=

(
cos θ sin θ
− sin θ cos θ

)(
m2

1
0

0 m2

2

)(
cos θ − sin θ
sin θ cos θ

)

+

(
2
√

2GFNeE 0
0 0

)

=

(
cos θ2m2

1
+ sin2 θm2

2
+ 2

√
2GFNeE − sin θ cos θ∆m2

− sin θ cos θ∆m2 cos2 θm2

2
+ sin2 θm2

1

)

(21)

This is called the effective mass or energy. Now, all that we have to do is find the eigenvalues and
eigenstates to the above matrix. For simplicity, we assume that the mixing angleθ is small, so that
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the off-diagonal elements are small. In this situation, thediagonal elements roughly correspond to
the eigenvalues and their eigenstates to the flavour eigenstates.

Both the eigenvalues are plotted against the solar electrondensity (Fig. 3) upon the assumption
thatm1 < m2. We find that at the surface of the sun(Ne = 0), λ1 is smaller thanλ2. However,
with increase inNe, λ1 increases steadily and finally becomes larger thanλ2 at the solar core.

We find that the eigenvalues ofM come close to each other at a critical densityNC
e

NC
e =

∆m2

2
√

2GFE
cos 2θ ⇒M ′2

11
= M ′2

22
. (22)

and cross-over occurs.
However, the two eigenvalues actually never cross. The gap between them always has a minimum

value equal to the value of the non-diagonal elemment:

Γ = ∆m2 sin 2θ. (23)

Therefore, it is clear from the above figure, that theνe produced in the solar core will come out as

Figure 3. The two eigenvalues as functions of the solar electron density assuming

m1 < m2.

ν2, provided there is not much transition between the energy levels. Further, this remarkable result
does not depend on the small angle assumption as we see now. The mixing angle in matter is the
rotation angle which diagonalises the matrix (21), i.e.

tan 2θM =
2M ′2

12

|M ′2

22
−M ′2

12
|

=
sin 2θ

| cos 2θ − 2
√

2GFNe/∆m2 |
, (24)

Since, at the solar coreN0

e >> NC
e , the second term in the denominator is much larger than the

first term. It implies thatθM << 1 at the solar core for any vacuum mixing angleθ. Thus, the
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νe produced in the solar core travels first asν1 uptill the critical density. From equation (22), we
can see that at the critical density, the denominator of equation (24) becomes zero. Here, maximal
mixing occurs (θM = π/4), again independent ofθ. Hence, it is called resonant oscillation. Now,
the neutrino comes out asν2 with aνe survival probability,

Pee = sin2 θ (25)

Again, this occurs provided there is no appreciable transition between the two energy levels. Partic-
ularly, the critical density region is most important for this transition, because the gap is the smallest.
The transition probability in this region is given by the Landau- Zenner formula:

T= e−π/2γ

γ=
λC

Γ
(dλl/dl)c ∝

λC

NC
e

(dNe/dl)c, (26)

whereλc gives the oscillation wavelength in the critical region. If(dNe/dl)c is small, thenγ << 1,
and the transition rate goes down exponentially. This is known as the adiabatic condition. Summing
up the two conditions, we have:

∆m2 cos 2θ
2
√

2GFN0
e

< E <
∆m2 sin2 2θ

2 cos 2θ(dNe/dlNe)C

(27)

The first condition simply ensures that,N0

e > N c
e , whereas the second one represents the adiabatic

condition.

5 THE MSW TRIANGLE

In the∆m2 − sin2 2θ plot (Fig 4.), the region satisfying equation (27) for typical neutrino energy
E = 1 MeV, forms a triangle, known as the MSW triangle. The horizontal side follows from the
first inequality becausecos 2θ ≃ 1. The lower bound onsin2 2θ is given by the second inequality.
Since this inequality applies to the product∆m2 sin2 2θ, it corresponds to the diagonal side on
the log-log plot. The vertical side is given by the physical limit for maximal mixing. The survival
probability inside the triangle is given bysin2 θ (equation 25), while that outside the triangle is given
by 1 − (1/2) sin2 θ as we see from Table 2. Therefore, the survival probability inside the triangle
< 1/2, whereas it is> 1/2 outside it.

The best solution to the observed energy dependence of the survival probabilityPee (Table 3),
alongwith its energy independence above 5 MeV, as observed by the SK and SNO experiments [6,7],
comes from the so-called Large Mixing Angle (LMA) region of Fig 4, with ∆m2 ∼ 10−5eV 2. We
see from this figure that the low energy Gallium experiment (E<< 1 MeV) falls above the MSW
triangle in∆m2/E, corresponding to aPee > 0.5. On the other hand, the Chlorine, SK and SNO
experiments (E>> 1 MeV) fall inside the triangle in∆m2/E, corresponding toPee = sin2 θ <

1/2.
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Figure 4. The MSW triangle atE = 1 MeV. Since∆m2 scales withE in the formulae

for the survival probability, thePee values shown against the ratio on the right hold at

all energies.

Figure 5. Comparing the 766 ty KL spectrum compared with the no-oscillation and

the best oscillation fits.
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Figure 6. The best fit values of the solar neutrino mass and mixing parameters, from

a global fit to the solar neutrino data and the very recently released 2.8kty KL data.

51 Zeroing in on the LMA by KAMLAND

It was only after the reactor antineutrino data from KamLANDcame out that the LMA solution
could be confirmed independently [9]. It is a one kiloton liquid scintillator neutrino detector. Using
the reaction,̄νe + p → e+ + n, it detectsν̄e coming from the Japanese nuclear reactors situated
at distances between80 to 800 kms, with a mean baseline distance of∼ 180 km, i.e. ∼ 105m.
Thus, it is sensitive to the region∆m2 ≥ 10−5eV 2, as explained below equation (9). Hence, it
is designed specifically to probe the LMA region. The incident ν̄e energy is measured through the
visible scintillation energy produced by the positron and its annihilation with a target electron, i.e.

Evis = E +me +mp −mn = E − 0.8MeV (28)

The first KL result (162 ton-year data) showed aPee ∼ 0.6, thus validating the LMA prediction
and ruling out the alternative ones. Considered together with the global solar neutrino data, it split
the allowed LMA region into low and high LMA bands [10], corresponding to the first and second
oscillation minima, with the latter having lower statistical significance. Following this, the 766 ty
(ton year) KL data zeroed in on the low-LMA band [11]. Comparing the 766 ty KL spectrum with
the no-oscillation and the best oscillation fits (fig 5), it isfound that the two fits come closest at
Evis ≈ 5MeV (E ≈ 6MeV ), corresponding to the first oscillation node (〈l〉 = λ = 180 km).
Plugging into equation (9) gives∆m2 = 8 × 10−5eV 2.

Fig 6 shows the best fit values of the solar neutrino mass and mixing parameters, from a global fit
to the solar neutrino data and the very recently released 2.8kty KL data[12]. The best fit values are:

∆m2

sol = ∆m2

21
= 7.7 × 10−5eV 2, sin2 θsol = sin2 θ12 = 0.33 (29)
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PROBLEMS IN PHYSICS

Readers are invited to submit the solutions of the problems in this section within two months. Correct
solutions, along with the names of the senders, will be published in the alternate issues. Solutions

should be sent to: H.S. Mani, c/o A.M. Srivastava, Institute of Physics, Bhubaneswar, 751005;
e-mail: ajit@iopb.res.in

Problems set by H.S. Mani

In this issue we discuss three quantum mechanics problem andtheir relation to the macroscopic
world. The first problem is found in many textbooks in QuantumMechanics( Schiff’s book for
example). For such problems the solution lies in the use of uncertainty principle after ensuring the
problem gets properly posed in terms of macroscopic quantities. We will provide the solutions in
the next issue.

1. Consider a pencil (length L = .2m, mass 0.05Kg.) standing vertically on its tip, which can be
considered as a point.Using the uncertainty principle estimate the time it can stay up without
falling. Assume the tip is fixed during the fall.

2. Consider a one dimensional motion of a particle along the x-axis under the action of a potential
V (x) = V0 > 0 for x ≤ 0 andV (x) = 0 for x > 0.If the particle moves to the right from
x < 0, with an energy2V0 , standard quantum mechanics gives for the reflection coefficient
atx = 0 of the order0(1) (The exact number is( (

√

2−1)

(
√

2+1)
)1/2 and the result is independent of

the mass of the particle.

Now consider a car travelling with a speedv towards a cliff (heightH). From the previous
calculation the probability of reflection atx = 0 should be0(1) (Assume the kinetic energy
of the car to be of the same order asmgH wherem is the mass of the car). This is an absurd
result. Do a correct modeling for the cliff and obtain a physically reasonable result.

3. A person is dropping stones at a mark on the floor from a height H . Show that the minimum
spread of the stones would be

√
2h̄

m

(
2H

g

)1/4
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wherem is the stone’s mass andg is the acceleration due to gravity. Calculate the spread for
a Cesium atom (At.wt = 133) dropping a height of .2m.

Solutions to the problems given in Vol.3 No.5

Vivek Singh
Student - M.Sc. Physics, Banaras Hindu University, Varanasi - 221005.
(Mr. Vivek Singh has provided solutions for problems 1 and 3 and these are correct solutions.

Solutions to all the 3 problems are given below.)

Communicated by: H.S. Mani

Problem 1: Consider a rigid sphere of radiusR rolling without slipping at the points of contact with
two rough planesx− y(z = 0) andy − z(x = 0) atP1, P2 respectively. The centre of the sphere at
t = 0 is at (x = R, y = 0, z = R) and the velocity of the centre isvĵ. Find the velocity of the point
P3(x = R, y = 0, z = 2R) andP4(x = R, y = R, z = R).

z−axis

x−axis

y−axis into the paper

(R,0,R)

C is the centre of the sphere

C

(R,0,0)P
12

P

(0,0,R)

O

Horizontal

Figure 1. Figure for Problem 1.

Solution to Problem 1:
We know that the pointsP1(0, 0, R) andP2(R, 0, 0) are at rest att = 0 and hence the instantaneous
axis of rotation must pass through these points. Thus the axis is along ~P1P2. As ~OP1 = Rî and
~OP2 = Rk̂, theω̂, the unit vector along the axis of rotation is

ω̂ =
1
√

2
(k̂ − î) (1)

If C is the centre then~OC = R(̂i + k̂) and hence ~P1C = ~OC − ~OP1 = Rk̂. Using~v = ~ω × ~P1C,
we have
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vĵ = ω
1
√

2
(k̂ − î) × Rk̂ (2)

giving

ω =
√

2v (3)

. or

~ω =
v

R
(k̂ − î) (4)

We can calculate the velocity of any point at t=0. ForP3, we have ~P1P3 = 2Rk̂ which gives

~v(P3) = ~ω × ~P1P3 = 2vĵ (5)

and ~P1P4 = R(ĵ + k̂) which leads to

~v(P4) =
v

R
(k̂ − î) × R(ĵ + k̂) = v(−î + ĵ − k̂) (6)

Problem 2: Consider two cylinders of radiusr and massm on a rough belt which is moving with
accelerationA. There is a massless plank of wood on top of which are two similar cylinders (See
figure 2). Find the acceleration of the centres of the bottom cylinders. Assume all the cylinders are
rolling without slipping.

Figure 2. Figure for Problem 2.

Solution to Problem 2:
The various forces on the cylinders are shown in the figure 3.

The various equations are for the bottom cylinders (a1, a2 andα1, α2 are the accelerations and
the angular accelerations of the cylinders 1 and2 respectively)

F1 + F3 = ma1; F2 + F4 = ma2 (7)

(F1 − F3)R =
mR2

2
α1; (F2 − F4)R =

mR2

2
α2 (8)
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Figure 3. Figure for the solution of Problem 2.

The acceleration ofP1 isa1+Rα1 = a2+Rα2 = A. Acceleration ofP3 isa1−Rα1 = a2−Rα2 =
A′, whereA′ is the acceleration of the plank 2. These two imply

a1 = a2; α1 = α2 (9)

Similar conclusions hold for the cylinders 3 and 4. This shows we need to analyse only cylinders 1
and 3. Using the fact that plank 2 is massless we getF3 = F5 ( in magnitude). A similar argument
for plank 3 givesF7 = 0. We write all the relevant equations below

F5 = −F3 = ma3; R(−F5) = RF3 =
mR2

2
α3 (10)

The acceleration ofP3 andP5 must be the same. This gives

a1 − Rα1 = a3 − Rα3 (11)

We have six unknowns:F1, F3, a1, α1, a3, α3 and we have six equations :Eq.(7),Eq.(8),the two in
Eq.(10),Eq.(11) and the fact that acceleration ofP1 is A, which gives

a1 + Rα1 = A (12)

these equations can be solved to give

a(P1) =
17
7

A; α1 =
10A

17R
(13)

(This problem is a simplified version of the problem posted
in http://www.physics.harvard.edu/academics/undergrad/problems.html (problem 85)- you are en-
couraged to browse through these excellent problems)

Problem 3: Consider a sphere of radiusr rolling on a horizontal surface without slipping with its
centre having a velocity~v and an angular velocityω = v/r (see figure 4). No frictional force is
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acting as there is no slipping and there is no torque about thecentre as the normal reaction passes
through the centre. However in actual practice the sphere does stop, which means an opposing force
( opposite to the direction of~v has to act between on the ball and this gives a torque in the direction
of the angular velocity, which means the angular velocity will increase. Then how come as we know
from experience the sphere comes to rest with zero angular velocity. Make appropriate physical
assumptions and find the opposing torque.

Figure 4. Figure for problem 3.

Solution to Problem 3:
Figure 5 explains the state of affairs.

Figure 5. Figure for solution of problem 3. Lower figure is exaggeratedto clarify the

presence of the opposing torque.

The sphere has some elasticity and hence the contact with theplane horizontal surface is not
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a point but a surface ( shown in the lower figure). Now the normal reaction N from the ground
need not pass through the centre but as the sphere moves forward it is shifted as shown . This force
produces a retarding torque ( overcoming the torque from thefrictional force) and the frictional force
F the retarding acceleration. Thus both the velocity and theangular velocity decrease eventually the
sphere comes to a halt.

One can also see why the normal force N is to the right of centreC in the following way- As the
body moves the left side of the surface in contact moves upward whereas the right side ”presses”
the ground - Further the right part which touches the ground is brought to a halt at the ground which
needs a larger force. Thus there is a greater normal reactionon the right side, leading to the total
normal reaction to be right of centre.

................................

40 Prayas Vol. 4, No. 1, Jan. - Mar. 2010



I NSTRUCTION TO A THORS 

I Allthar~ c1ll clJ\ i<;'(ll to \ \.... it the PRAY AS 

I hom ~ d ge (h t t P: \-\ . I ( r I r{' i I / Pr cl " as / 
prava .html), \- hpr lIlc.,trllctloll fc I t 1 preparatIOn 

of tl ' n dInl cript 1<" pro\ Ided rh Iff' ad \sf'd 

t( t lien {' actl; the format of thl ren1rlat <; 

ANNOUNCEMENT
 
(omm ncing from 2010, PRAYAS wIl: 

published quarterly. 

PRAYAS
 
Quarterly Prayas will now b c1 ailable b\ 

su bs( n ptan. 

Annual (4 issues) Rs. 150/­
Single Issue Rs. 40/­

Payment by crossed bank draft in fa our of "Indian 

A~sociation of Phv~iu, Teachers" pavable at 

Chandigarh, may be ent to Dr. C. Kumar, 

Managing Editor, Pra) ac", Deptt. of Ph) <-I(S, Pc1l1jab 

Cniversity, Chandigarh - 160014 



••• 

.. 

• ..


